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Abstract

Statistics is often used as if it were a set of lab techniques, like pipetting.
In the conventional formulation, there are different tests for different
situations: the p-test, the one-sample t-test, the two-sample t-test,
ANOVA, and so on. The“testing”paradigm dominates statistics textbooks.
An alternative way to use statistics is to support building mathematical
models based both on data and the hypotheses of interest to the
investigator. The models can capture and describe relationships among
multiple variables allowing greater flexibility in framing hypotheses and
assessing the extent to which data are consistent with those hypotheses.
I’ll describe some basic statistical modeling techniques and show how
teaching based on a core logic of randomization and repetition makes
statistical modeling and inference accessible to introductory students.
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What is Statistics?

Not necessarily a simpler question than “What is Science?” although
statistics has a much, much shorter history, perhaps 300 years until one is
in pre-history.

• “The Science of Data”— a purely rhetorical attempt to label statistics
as relevant and scientific.

• “The Gatekeeper of Science” — In the role of a policemen. This is
how most scientists encounter statistics, when they need to generate
a p-value to satisfy an editor.

• “The explanation of variation in the context of what remains
unexplained.”
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Statistics provides perspective

The explanation of variation ...

Much of science can be seen as explaining why different things are
different, e.g:

• Pressure in a cylinder different at top and bottom of stroke.

• Hot objects glow differently from cold objects.

• Diabetics react to food differently.

Scientists identify (or construct) entities that can be used to frame
mechanistic explanations, e.g., glucose, insulin, energy, heat, pressure,
temperature, photons, charge, mass, ...

... in the context of what remains unexplained.

Measuring what you don’t know is important. An important contribution
of statistics is

• approaches for measuring what your data don’t tell you,

• and using this to evaluate the strength of evidence.
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A Statistical Reasoning Diagnostic Test

A researcher is examining the properties of a material. She measures the
result found by systematically varying the applied voltage. The samples
were produced by three different students.

Measured Unmeasured?
Result Voltage Student Temperature.

3 A 49
4 A 52
5 C 38
6 B 31
7 B 26
8 C 18

Can useful information potentially be extracted once the results are
entered? Will there be sufficient data? How are your answered tempered
by seeing the “Unmeasured” data?
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• The covariates (Student & Temperature) haven’t been held constant.
This has consequences ...

• There is collinearity of Voltage and the covariates, potentially
producing confounding.

• Including the covariates leaves just one degree of freedom for the
residuals, dramatically reducing power.

• If interaction terms are allowed, there are no degrees of freedom in the
residual. So there is no way to estimate the reliability of the results.

• Without an estimate of the size of residuals we can’t know what the
precision of the estimates will be.
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Outline

1 Description of statistics taught as a series of “lab techniques.”

2 Claim that it’s now possible to teach statistics in a way that reveals
the underlying logic of statistical thought, transforming it in students
minds from a gatekeeper to a tool of investigation.
What’s changed?

• Readily available computational power and languages that are
expressive and relatively easy to use. (I’ll show examples.)

• Techniques for teaching linear algebra that are accessible and intuitive.
(Not in the talk.)

3 A very brief introduction to statistical logic.

4 An example of the new techniques applied to a problem that will
seem simple to you, but is beyond the scope of what the vast majority
of science students learn about statistics.

Important, but not in this talk: Statistical techniques in terms of data
display and exploration. It’s not just scatterplots and histograms.
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Fisher’s Statistical Methods, 1925
The prime object of this book is to put into
the hands of research workers, and especially
of biologists, the means of applying
statistical tests accurately to numerical data
accumulated in their own laboratories or
available in the literature. Such tests are the
result of solutions of problems of
distribution, most of which are but recent
additions to our knowledge and have so far
only appeared in specialised mathematical
papers. The mathematical complexity of
these problems has made it seem undesirable
to do more than (i.) to indicate the kind of
problem in question, (ii.) to give numerical
illustrations by which the whole process may
be checked, (iii.) to provide numerical tables
by means of which the tests may be made
without the evaluation of complicated
algebraical expressions. — R.A. Fisher
(1925) Statistical Methods for Research
Workers.
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Long-lasting Influence

• From the review in Nature 116, (1925)
815: “The book is intended for
biological research workers, and it is
apparently assumed that they already
know sufficient of the theory to accept,
without proof, the methods given, or
that they will adopt these methods on
Mr. Fisher’s authority.”

• The 14th edition was prepared from
notes left by Fisher when he died in
1962.
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Example from a Current Textbook

A nice, contemporary-style reform statistics
book. These pictures are from the first
edition. There are several books by these
authors. This one is #21,640 overall at
Amazon, #64 in Probability and Statistics.
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What Can Go Wrong?

Imagine a physics book that presented a formula for the position versus
time of an object:

x(t) = x0 + v0t − 1

2
9.8t2

and then warned: What can go wrong?

1 There might be friction due to air resistance.

2 The wind might move the object.

3 The earth might be spinning, and centrifugal or Coriolis forces might
be playing a role.

4 The object might have a jet engine attached.

5 If the distance is very far, then gravity isn’t a constant.
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What can go wrong?

You can be too cautious.

From Brown and Kass, The American Statistician, May 2009:

“Somehow, in emphasizing the logic of data manipulation, teachers of
statistics are instilling excessive cautiousness. Students seem to develop
extreme risk aversion, apparently fearing that the inevitable flaws in their
analysis will be discovered and pounced upon by statistically trained
colleagues. Along with communicating great ideas and fostering valuable
introspective care, our discipline has managed to create a culture that
often is detrimental to the very efforts it aims to advance.”
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The Standard Curriculum

Statistics is introduced to science students in two main ways:

• As methods in class lab notes.

• In a semester-long class.

Slightly fewer than half of biology majors at the top 25 USNews colleges
require statistics. Hardly ever by chemistry, physics, mathematics.
Methods covered in a conventional course:

1 Description of a variable using mean and standard deviation.

2 Standard error of the sample mean.

3 Standard error of the difference between two sample means.

4 Simple regression (y = a + bx model).

5 Hypothesis testing in these settings.
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AP Statistics

• The College Board’s AP Statistics exam is taken by more than
100,000 students per year, and growing at about 15% per year.

• Computers are not allowed on the exam, but calculators are.

• Students are given formulas and tables for use on the exam.
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A graphing calculator is a useful computational aid, particularly in analyzing small 
data sets, but should not be considered equivalent to a computer in the teaching of 
statistics. If a graphing calculator is used in the course, its computational capabilities 
should include standard statistical univariate and bivariate summaries through linear 
regression. Its graphical capabilities should include common univariate and bivariate 
displays such as histograms, boxplots, and scatterplots. Students find calculators 
where data are entered into a spreadsheet format particularly easy to use. Ideally, 
 students should have access to both computers and calculators for work in and 
outside the classroom.

Currently, the graphing calculator is the only computational aid that is available  
to students for use as a tool for data analysis on the AP Exam. Students who utilize 
graphing calculators on the exam should be aware of the following policy.

It is not only inappropriate, but unethical, for students who are taking the  
AP Statistics Exam to have access to any information in their graphing calculators 
or elsewhere that is not directly related to upgrading the statistical functionality 
of older graphing calculators to make them comparable to statistical features 
found on newer models.
During the exam, students are not permitted to have access to any information in 
their graphing calculators or elsewhere that is not directly related to upgrading 
the statistical functionality of older graphing calculators to make them comparable 
to statistical features found on newer models.
Acceptable upgrades include improving the calculator’s computational functional-
ities and/or graphical functionalities for data that students key into the calculator 
while taking the exam.
Unacceptable enhancements include, but are not limited to, keying or scanning  
text or response templates into the calculator. Students attempting to augment  
the capabilities of their graphing calculators in any way other than for the purpose  
of upgrading features, as described above, will be considered to be cheating on  
the exam.

Formulas and Tables
Students enrolled in the AP Statistics course should concentrate their time and effort 
on developing a thorough understanding of the fundamental concepts of statistics. 
They do not need to memorize formulas.

The following list of formulas and tables will be furnished to students taking the 
AP Statistics Exam. Teachers are encouraged to familiarize their students with the 
form and notation of these formulas by making them accessible at the appropriate 
times during the course.

Source: CollegeBoard AP Statistics Course Description, May 2009, May 2010
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Example: AP Statistics Test Formulas

I. Descriptive Statistics

x̄ =
∑

xi
n ŷ = b0 + b1x

sx =
√

1
n−1

∑
(xi − x̄)2 b1 =

∑
(xi−x̄)(yi−ȳ)∑

(xi−x̄)2

sp =
√

(n1−1)s2
1 +(n2−1)s2

2
(n1−1)+(n2−1) b0 = ȳ − b1x̄

r = 1
n−1

∑(
xi−x̄
sx

)(
yi−ȳ
sy

)
b1 = r

sy
sx
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More AP Formulas

III. Inferential Statistics
• Standardized test statistic:

statistic− parameter

standard deviation of statistic

• Confidence interval: statistic ± (critical value) × (standard deviation
of statistic)
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More AP Formulas (cont.)
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Still more AP technology
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Table entry
for z is the
probability
lying below z.

Table A  Standard normal probabilities

z  .00  .01  .02  .03  .04  .05  .06  .07  .08  .09
–3.4 .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0002
–3.3 .0005 .0005 .0005 .0004 .0004 .0004 .0004 .0004 .0004 .0003
–3.2 .0007 .0007 .0006 .0006 .0006 .0006 .0006 .0005 .0005 .0005
–3.1 .0010 .0009 .0009 .0009 .0008 .0008 .0008 .0008 .0007 .0007
–3.0 .0013 .0013 .0013 .0012 .0012 .0011 .0011 .0011 .0010 .0010
–2.9 .0019 .0018 .0018 .0017 .0016 .0016 .0015 .0015 .0014 .0014
–2.8 .0026 .0025 .0024 .0023 .0023 .0022 .0021 .0021 .0020 .0019
–2.7 .0035 .0034 .0033 .0032 .0031 .0030 .0029 .0028 .0027 .0026
–2.6 .0047 .0045 .0044 .0043 .0041 .0040 .0039 .0038 .0037 .0036
–2.5 .0062 .0060 .0059 .0057 .0055 .0054 .0052 .0051 .0049 .0048
–2.4 .0082 .0080 .0078 .0075 .0073 .0071 .0069 .0068 .0066 .0064
–2.3 .0107 .0104 .0102 .0099 .0096 .0094 .0091 .0089 .0087 .0084
–2.2 .0139 .0136 .0132 .0129 .0125 .0122 .0119 .0116 .0113 .0110
–2.1 .0179 .0174 .0170 .0166 .0162 .0158 .0154 .0150 .0146 .0143
–2.0 .0228 .0222 .0217 .0212 .0207 .0202 .0197 .0192 .0188 .0183
–1.9 .0287 .0281 .0274 .0268 .0262 .0256 .0250 .0244 .0239 .0233
–1.8 .0359 .0351 .0344 .0336 .0329 .0322 .0314 .0307 .0301 .0294
–1.7 .0446 .0436 .0427 .0418 .0409 .0401 .0392 .0384 .0375 .0367
–1.6 .0548 .0537 .0526 .0516 .0505 .0495 .0485 .0475 .0465 .0455
–1.5 .0668 .0655 .0643 .0630 .0618 .0606 .0594 .0582 .0571 .0559
–1.4 .0808 .0793 .0778 .0764 .0749 .0735 .0721 .0708 .0694 .0681
–1.3 .0968 .0951 .0934 .0918 .0901 .0885 .0869 .0853 .0838 .0823
–1.2 .1151 .1131 .1112 .1093 .1075 .1056 .1038 .1020 .1003 .0985
–1.1 .1357 .1335 .1314 .1292 .1271 .1251 .1230 .1210 .1190 .1170
–1.0 .1587 .1562 .1539 .1515 .1492 .1469 .1446 .1423 .1401 .1379
–0.9 .1841 .1814 .1788 .1762 .1736 .1711 .1685 .1660 .1635 .1611
–0.8 .2119 .2090 .2061 .2033 .2005 .1977 .1949 .1922 .1894 .1867
–0.7 .2420 .2389 .2358 .2327 .2296 .2266 .2236 .2206 .2177 .2148
–0.6 .2743 .2709 .2676 .2643 .2611 .2578 .2546 .2514 .2483 .2451
–0.5 .3085 .3050 .3015 .2981 .2946 .2912 .2877 .2843 .2810 .2776
–0.4 .3446 .3409 .3372 .3336 .3300 .3264 .3228 .3192 .3156 .3121
–0.3 .3821 .3783 .3745 .3707 .3669 .3632 .3594 .3557 .3520 .3483
–0.2 .4207 .4168 .4129 .4090 .4052 .4013 .3974 .3936 .3897 .3859
–0.1 .4602 .4562 .4522 .4483 .4443 .4404 .4364 .4325 .4286 .4247
–0.0 .5000 .4960 .4920 .4880 .4840 .4801 .4761 .4721 .4681 .4641
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Table entry for p 
and C is the point 
t* with probability  
p lying above it  
and probability C  
lying between 
–t* and t*.

Table B t distribution critical values
Tail probability p

df  .25  .20  .15  .10  .05  .025  .02  .01  .005 .0025  .001 .0005
 1 1.000 1.376 1.963 3.078 6.314 12.71 15.89 31.82 63.66 127.3 318.3 636.6
 2 .816 1.061 1.386 1.886 2.920 4.303 4.849 6.965 9.925 14.09 22.33 31.60
 3 .765 .978 1.250 1.638 2.353 3.182 3.482 4.541 5.841 7.453 10.21 12.92
 4 .741 .941 1.190 1.533 2.132 2.776 2.999 3.747 4.604 5.598 7.173 8.610
 5 .727 .920 1.156 1.476 2.015 2.571 2.757 3.365 4.032 4.773 5.893 6.869
 6 .718 .906 1.134 1.440 1.943 2.447 2.612 3.143 3.707 4.317 5.208 5.959
 7 .711 .896 1.119 1.415 1.895 2.365 2.517 2.998 3.499 4.029 4.785 5.408
 8 .706 .889 1.108 1.397 1.860 2.306 2.449 2.896 3.355 3.833 4.501 5.041
 9 .703 .883 1.100 1.383 1.833 2.262 2.398 2.821 3.250 3.690 4.297 4.781
10 .700 .879 1.093 1.372 1.812 2.228 2.359 2.764 3.169 3.581 4.144 4.587
11 .697 .876 1.088 1.363 1.796 2.201 2.328 2.718 3.106 3.497 4.025 4.437
12 .695 .873 1.083 1.356 1.782 2.179 2.303 2.681 3.055 3.428 3.930 4.318
13 .694 .870 1.079 1.350 1.771 2.160 2.282 2.650 3.012 3.372 3.852 4.221
14 .692 .868 1.076 1.345 1.761 2.145 2.264 2.624 2.977 3.326 3.787 4.140
15 .691 .866 1.074 1.341 1.753 2.131 2.249 2.602 2.947 3.286 3.733 4.073
16 .690 .865 1.071 1.337 1.746 2.120 2.235 2.583 2.921 3.252 3.686 4.015
17 .689 .863 1.069 1.333 1.740 2.110 2.224 2.567 2.898 3.222 3.646 3.965
18 .688 .862 1.067 1.330 1.734 2.101 2.214 2.552 2.878 3.197 3.611 3.922
19 .688 .861 1.066 1.328 1.729 2.093 2.205 2.539 2.861 3.174 3.579 3.883
20 .687 .860 1.064 1.325 1.725 2.086 2.197 2.528 2.845 3.153 3.552 3.850
21 .686 .859 1.063 1.323 1.721 2.080 2.189 2.518 2.831 3.135 3.527 3.819
22 .686 .858 1.061 1.321 1.717 2.074 2.183 2.508 2.819 3.119 3.505 3.792
23 .685 .858 1.060 1.319 1.714 2.069 2.177 2.500 2.807 3.104 3.485 3.768
24 .685 .857 1.059 1.318 1.711 2.064 2.172 2.492 2.797 3.091 3.467 3.745
25 .684 .856 1.058 1.316 1.708 2.060 2.167 2.485 2.787 3.078 3.450 3.725
26 .684 .856 1.058 1.315 1.706 2.056 2.162 2.479 2.779 3.067 3.435 3.707
27 .684 .855 1.057 1.314 1.703 2.052 2.158 2.473 2.771 3.057 3.421 3.690
28 .683 .855 1.056 1.313 1.701 2.048 2.154 2.467 2.763 3.047 3.408 3.674
29 .683 .854 1.055 1.311 1.699 2.045 2.150 2.462 2.756 3.038 3.396 3.659
30 .683 .854 1.055 1.310 1.697 2.042 2.147 2.457 2.750 3.030 3.385 3.646
40 .681 .851 1.050 1.303 1.684 2.021 2.123 2.423 2.704 2.971 3.307 3.551
50 .679 .849 1.047 1.299 1.676 2.009 2.109 2.403 2.678 2.937 3.261 3.496
60 .679 .848 1.045 1.296 1.671 2.000 2.099 2.390 2.660 2.915 3.232 3.460
80 .678 .846 1.043 1.292 1.664 1.990 2.088 2.374 2.639 2.887 3.195 3.416
100 .677 .845 1.042 1.290 1.660 1.984 2.081 2.364 2.626 2.871 3.174 3.390

1000 .675 .842 1.037 1.282 1.646 1.962 2.056 2.330 2.581 2.813 3.098 3.300
∞ .674 .841 1.036 1.282 1.645 1.960 2.054 2.326 2.576 2.807 3.091 3.291

50% 60%  70%  80%  90%  95%  96%  98%  99% 99.5% 99.8% 99.9%

Confidence level C
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A Revision of Pedagogy

The formulas presented in textbooks stem from simple rules about sums
and averages of random variables:

• Means add and scale.

• Variances add.

•
√

Variances scale

and the “Central Limit Theorem”

• Sums of random variables tend to be normal (gaussian).

This is overly abstract for many students, limited to statistics that are
about addition and scaling (e.g., the mean), doesn’t acknowledge the
asymptotic nature of the central limit theorem.
New distributions, e.g., the t-distribution, are introduced to cope with the
limitations. The origins of these distributions are beyond the algebraic
capabilities of most researchers.
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Making Statistics more General and Accessible

Focus on Sampling, Resampling, and Bootstrapping.

• The sample has been drawn at random from the population.

• A different random sample would have different properties.

• Strategy: Draw many samples and look at their distribution.
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Example: Runners’ Speeds
Results from a 10-mile road race in Washington DC:

> run = ISMdata("ten-mile-race.csv")

> shuffle( run, 5)

state time net age sex

8255 MD 6440 5996 49 F

7433 VA 6144 5843 39 F

3911 DC 8078 7926 55 M

6421 VA 5072 4826 32 F

3644 MD 5093 5093 52 M

Suppose you had randomly sampled n = 500 runners from the population
and found their mean running time:

> oursamp = shuffle( run, 500 )

> with( oursamp, mean(net) )

[1] 5619.318

How precise is that estimate of the mean?
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Repeating the Sampling

Strategy: Draw new samples and examine the distribution of their means.

> with( shuffle(run, 500), mean(net))

[1] 5563.568

> with( shuffle(run, 500), mean(net))

[1] 5557.878

Or, more fluently:

> s = do(500)*with( shuffle(run, 500), mean(net) )

> head(s)

[1] 5520.808 5582.192 5662.078 5607.102 5632.574 5570.548

Daniel KaplanMacalester College () Statistical Modeling As Part of Science August 4, 2010 at CWSEI 40 / 59



Results of Repeated Sampling

In the form of a “standard error”:

> sd(s)

[1] 42.20524

In the form of a 95% confidence
interval:

> quantile( s, c(.025, .975) )

2.5% 97.5%

5518.210 5679.601
Sample mean (n=500)
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But ... You Only Have One Sample

• It’s too expensive to draw multiple samples from the population.

• We need to infer the population properties from our sample.

• Strategy: Assume that the population is just like our sample, but
larger. Sample from the sample: Resampling.

Example:

> samp = c(1,2,3,4,5)

> samp

[1] 1 2 3 4 5

> resample(samp)

[1] 5 1 5 3 4

> resample(samp)

[1] 4 2 2 5 4

> resample(samp)

[1] 5 2 3 5 3
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Example: Bootstrapping the Mean of the Running Data
The sample statistic:

> with( oursamp, mean(net) )

[1] 5619.318

And bootstrap replications:

> with( resample(oursamp), mean(net) )

[1] 5638.604

> with( resample(oursamp), mean(net) )

[1] 5639.026

To find the standard error:

> s2 = do(500)*with( resample(oursamp), mean(net) )

> sd(s2)

[1] 44.42675

Compare to the standard deviation of 42.2 from repeated sampling from
the population.
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Controversy in Pedagogy!
What you have just seen is widely used by professionals, but controversial
in introductory statistics.
Objections:

1 It’s too much trouble and too hard to teach computation.

2 Our job is to teach statistics, not computation.

3 The formulas make the structure more apparent. Algebra =
understanding.

But:

1 Lots of students don’t understand algebra.

2 The formulas obscure the process that underlies the results.

3 The formulas aren’t general enough.

4 The logic can be applied to more “advanced” methods that are
important to scientific reasoning.

5 The simplicity of the logic provides a means to check that your results
are reasonable, rather than relying on the authority of the formulas
and the tables.
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Hypothesis Testing

The dominant paradigm in statistical presentation in research.

• The Null Hypothesis is a statement that “nothing is going on,” e.g.,
that two groups are the same.

• The p-value is the probability of seeing what you got in your sample
in a random sample DRAWN FROM A WORLD WHERE THE NULL
IS TRUE.

• “Statistical Significance” refers to a low p-value. It need not have
anything to do with significance in a practical sense.
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Example: Running and Age

Is there reason to believe that older runners are slower than younger
runners?

Simple Regression

A model of the form y = a + bx . Find coefficients a and b to come “close”
to the data: Least squares.

> lm( net ~ age, data=oursamp )

Call:

lm(formula = net ~ age, data = oursamp)

Coefficients:

(Intercept) age

5306.782 8.398
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How Precise is the Estimate?
Use resampling to find the standard error:

> s = do(500)*lm(net ~ age, data=resample(oursamp) )

> head(s)

(Intercept) age

1 5000.632 15.233969

2 5361.747 6.353013

3 5212.665 11.487076

4 5221.674 10.557205

5 5375.525 7.275790

6 5258.825 8.150656

> sd(s)

(Intercept) age

151.872824 3.979957

So, 8.398 ± 7.96
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A Hypothesis Test
Create a world in which the null hypothesis is true.

• Scramble the “age” variable with respect to the outcome.

This is called a Permutation test

> lm( net ~ shuffle(age), data=oursamp )

(Intercept) shuffle(age)

5904.499654 -7.662878

> lm( net ~ shuffle(age), data=oursamp )

(Intercept) shuffle(age)

5576.503478 1.150433

> s = do(500)*lm( net ~ shuffle(age), data=oursamp )
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The p-value
How often does a sample from the Null Hypothesis world show a stronger
pattern than seen in the actual sample?

Age Coefficient (seconds/year)
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Statistics and Science
Statistics is commonly seen as a gatekeeper rather than a guide.

1 p-values must be < 0.05 for publication.

2 The Null Hypothesis is not of direct interest.

3 Examining multiple hypotheses (“data mining”) is seen as a way to get
around the gatekeeper.

4 De-emphasis of effect size in favor of p-value, r .

We need to teach statistics in a way that inspires scientific thinking:

1 Examine hypotheses of interest.

2 Compare multiple hypotheses.

3 Deal with more complicated situations than differences of group
means or simple slopes.

4 Deal with the vast amount of observational data becoming available,
e.g. genetic microarrays. Science is less and less about the n = 3
experiments of Fisher’s day.
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Statistical Policing
From Xiao-Li Meng, chairman of the Harvard statistics department, in The
American Statistician, Aug. 2009:

“We statisticians, as a police of science (a label some dislike but I am
proud of; see the next section), have the fundamental duty of helping
others to engage in statistical thinking as a necessary step of scientific
inquiry and evidence-based policy formulation. ...”
7. THE NEED TO INCREASE SCIENCE POLICING TO COMBAT
“INCENTIVE BIAS”
“My worry, however, is that we are far behind in instilling the appropriate
level of caution in scientists and their students. Too many false
discoveries, misleading information, and misguided policies are direct
consequences of mistreating, misunderstanding, and mis-analyzing
quantitative evidence. ... I am referring to honest mistakes made by
scientists and policy makers, mistakes that could easily be avoided or
caught if they themselves had been ‘instilled’ with an appropriate amount
of statistical thinking and caution.”
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Example: Energy Use by a Household

month year temp kwh ccf thermsPerDay dur

1 2 2005 29 557 166 6.0 28

2 3 2005 31 772 179 5.5 33

Question

Is there reason to think that electricity use offsets natural gas used for
heating? (Will telling my kids to turn off the lights actually reduce CO2

emissions?)

Physical Theory

Electricity use is a form of energy. Ultimately, it is converted to thermal
energy. It contributes to heating the house and so should offset the need
for other forms of energy for heating.
Unit conversion: 1 therm equals 29.3 kWh, so 1 therm per day equals
0.0011 kWh per month of electricity.
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Data Analysis

1 Pull out only the months when heating is an issue:

> heating = subset(utils, temp<= 60 & thermsPerDay > 0.8)

2 Build a model of therms per day vs electricity use:

> summary(lm( thermsPerDay ~ kwh, data=heating ) )

Estimate Std. Error t value Pr(>|t|)
(Intercept) 3.9223 1.1365 3.45 0.0010

kwh 0.0002 0.0015 0.13 0.8959

The p-value says we can’t distinguish the coefficient from zero.
Conclusion: The data provide no evidence for a relationship between
electricity and natural gas use.
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That Conclusion is Wrong!

The analysis in the previous slide uses the techniques taught in
introductory statistics.

Focus on the null hypothesis and the p-value.

However, we have a specific alternative hypothesis, that the coefficient
on kWh should be 0.0011.
The 95% confidence interval is 0.0002± 0.0031 which includes the
unit-conversion hypothesis.

Just one explanatory variable (kWh in this example).

But there are all sorts of factors that contribute to heating use:
temperature, wind, humidity, ... not just electricity use.
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Constructing a More Inclusive Model

We have a measure of average monthly temperature. Let’s use it!

> lm( thermsPerDay~temp+kwh, data=heating )

Estimate Std. Error t value Pr(>|t|)
(Intercept) 10.2959 0.4381 23.50 0.0000

temp -0.1419 0.0059 -23.92 0.0000
kwh -0.0014 0.0005 -2.96 0.0044

The association between kWh and natural gas use is “significant” and quite
consistent with the physical theory: −0.0014± 0.0010.
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Models and Conventional Statistics Education

Some reasons why modeling doesn’t fit into the paradigm of conventional
introductory statistics.

• The formulas are too hard. (They rely on inverses of covariance
matrices, not accessible to typical statistics students.)

• There’s not a unique, correct answer (since there are many different
ways to model something) . In order to explain why there are many
answers, new topics need to be covered, e.g., collinearity. There’s not
time for this and the conventional topics.

But

• Computer simulation works just as easily with models as with means.

• The conventional topics are mainly just special cases of modeling.

• Many of the conventional methods were introduced to make
computation accessible before modern computing. Now they are
enshrined in the curriculum.
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Example: SAT Scores and Expenditures
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Skills for Statistical Reasoning

1 The idea of a model and fitting models to data.

2 What models are for. “All models are wrong but some are useful.”
(George Box)

3 Precision of estimates reflecting

1 Sample size n
2 Size of residuals (and how to reduce them with covariates)
3 Collinearity among explanatory variables.

4 Accuracy of estimates reflecting covariates, untangling, bias due both
to sampling and model (mis)specification.

It’s fine for students to see that different models give different results.
Insight is gained by comparing different results.
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Summary

• Statistics is taught to emphasize “gatekeeping” rather than exploration
of hypotheses.

• Standard introductory methods are inadequate except for extremely
simple system.

• Modeling involves an important set of skills for doing science.

• By bringing together modeling and modern computation, we can
teach statistics in a way that meshes with the scientific method rather
than standing distant from it.
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